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Projection Tests in High Dimensions with Sparsity

Robust Covariate Balancing Method in Learning Optimal Individual-
ized Treatment Regimes

Large-scale Multi-layer Academic Networks Derived from Statistical
Publications

Inference of the sensitivity, the specificity and the Youden index under
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Automatic variable selection for semiparametric spatial autoregressive
model

A geometric statistic for quantifying correlation between tree-shaped
datasets
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Estimation and bootstrapping under spatiotemporal models with unob-
served heterogeneity

Estimation of Linear Functionals in High Dimensional Linear Models:
From Sparsity to Non-sparsity

Distribution-free simultaneous prediction bands for clustered data with
missing responses

Adaptive Testing for Alphas in High-dimensional Factor Pricing Models
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Component selection for exponential power mixture models

Time-varying coefficient additive hazards model with latent variables

On bivariate threshold Poisson integer-valued autoregressive processes

Sufficient dimension reductions under the mixtures of multivariate
elliptical distributions
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Covariance modeling in multivariate analysis
EE

ﬁ Beijing Normal University, and BNU-HKBU United International College, China

2d jianxin.pan@bnu.edu.cn

P IREHE

Traditional statistical models such as linear regression models and linear mixed models focus on the modeling
of effects of covariates on the mean of responses, and treat the variance or covariance as nuisance parameters. How-
ever, the variance or covariance, like the mean, may be influenced by covariates as well. In some scenarios, modeling
of variance or covariance in terms of covariates becomes even more important. When modeling a moderate or high
dimensional covariance matrix, high-dimensionality and positive-definiteness constraints are two major stumbling
blocks. The Cholesky decomposition-based methods, including Modified Cholesky decomposition, Alternative
Cholesky decomposition and Hyper-spherical Parameterization of Cholesky factor, can be used to handle such obsta-
cles but suffer from an order-dependent problem. It means that such methods are only appropriate for natural
order-dependent and continuous data. In this talk, covariance modeling strategies, including those for both order-de-
pendent and order-independent data which could be either continuous or discrete, will be introduced and reviewed.
Demonstration of using such methods will be provided through R package and real data analysis will be made for
illustration.

P EREN

Professor Jianxin Pan holds a joint Chair Professorship of Beijing Normal University and Beijing Normal
University-Hong Kong Baptist University United International College. He was a Chair Professor of Statistics in The
University of Manchester, United Kingdom, between 2006 and 2021.

Professor Jianxin Pan’s research interests include statistical modeling, statistical learning and data science,
with application to medicine, public health, finance, and industry. He has published over 130 research articles in
journals of statistical sciences and multidisciplinary research fields, and 3 research monographs with Springer and
Science Press. He was awarded funding from various research councils of the UK and EU.

Professor Jianxin Pan is a Turing Fellow of The Alan Turing Institute for Data Science and Artificial Intelli-
gence in the UK, Fellow of the Royal Statistical Society, and Elected Member of the International Statistical Institute.
He was the Chair of the Royal Statistical Society Manchester Group and has been serving as Associate Editor for
several statistical journals, including Biometrics (2008-2018), Biostatistics and Epidemiology (2013-),Biometrical
Journal (2016-), Journal of Multivariate Analysis (2019-) and Electronic Journal of Statistics (2022-).
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Decentralized Learning of Quantile
Regression: a Smoothing Approach
with Two Bandwidths

SR
M seAy

bzt zhuzy@fudan.edu.cn

P REHE

Distributed estimation has attracted a significant amount of attention recently due to its advantages in computa-
tional efficiency and data privacy preservation. In this article, we focus on quantile regression over a decentralized

network. Without a coordinating central node, a decentralized network improves system stability and increases
efficiency by communicating with fewer nodes per round. However, existing related works on decentralized quantile
regression either have slow (sub-linear) convergence speed or rely on some restrictive modelling assumptions (e.g.
homogeneity of errors). We propose a novel method for decentralized quantile regression which is built upon the
smoothed quantile loss. However, we argue that the smoothed loss proposed in the existing literature using a single
smoothing bandwidth parameter fails to achieve fast convergence and statistical efficiency simultaneously in the
decentralized setting, which we refer to as the speed-efficiency dilemma. We propose a novel quadratic approxima-
tion of the quantile loss using a big bandwidth for the Hessian and a small bandwidth for the gradient. Our method
enjoys a linear convergence rate and has optimal statistical efficiency. Numerical experiments and real data analysis
are conducted to demonstrate the effectiveness of our method.

P EREN

KX, EERZHITSHERFZRZER, FLHRESN, BEFEMRRHFSE/N\ NEREEK,E
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CATR: a classification and tensor regression
model for short-term rainfall prediction

FRTE
<A

ba=d lizhp@Izu.edu.cn

P IREHE

Accurate and timely prediction of short-term rainfall is crucial for socio-economic needs of weather-depen-

dent decision-making, such as early warning of heavy rainfall, agricultural irrigation planning, water resources
estimation, etc. In this talk, we present a novel imbalanced data classification and tensor regression model for
short-term rainfall prediction with a focus on arid and semi-arid regions. We show the experimental results on

real-world datasets to demonstrate the performance of the proposed model.

P EREN

FRF, 2010FE=MNAFRE SR FERAFE LR, BEXEC TR T FRMFERIERSIEFE
T4, BEFARRAESEMARARHITELEMR LI, WAZMNAZFRESHITERA T FHIE. HIHHR
MEBEE KBRS SRS T T EIE S RERIS. AT EIFESERER|R EREN., /5
R EF MMM A5, EJournal of American Statistical Association, Scandinavian Journal of Statistics
ERTFEFRT EARIEX SR ERERERBANFEEH LWB 10, SEWE 11, hREZE ST
AV 55 25 151 H 311,
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Computationally efficient and data-
adaptive change-point inference in
high dimension
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24 flnankai@nankai.edu.cn

P IREHE

High-dimensional change-point inference that adapts to various change patterns has received much attention

recently. We propose a simple, fast yet effective approach for adaptive change-point testing. The key observation is
that two statistics based on aggregating cumulative sum statistics over all dimensions and possible change-points by
taking their maximum and summation, respectively, are asymptotically independent under some mild conditions.
Hence we are able to form a new test by combining the p-values of the maximum- and summation-type statistics
according to their limit null distributions. To this end, we develop new tools and techniques to establish asymptotic
distribution of the maximum-type statistic under a more relaxed condition on component wise correlations among all
variables than that in existing literature. The proposed method is simple to use and computationally efficient. It is
adaptive to different sparsity levels of change signals, and is comparable to or even outperforms existing approaches
as revealed by our numerical studies.

P EREN

BENEFEARERIT SHENEZRIAFRERRABTER M 20222FE NEFEAAFEITEF
BHEELAATENERERLH.FSHNER . SHEBIES T FENAR, ERITFERINARZFEEIRSSB,JASA,
Biometrika. Annals of Statistics. JOE. JBES. TechnometricsFE A& ZHit,
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A Unified Inference for Predictive Quantile
Regression

XI/hEE
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22 liuxiaohui@jxufe.edu.cn

P IREHE

The asymptotic behavior of quantile regression inference becomes dramatically different when it involves a
persistent predictor with zero or nonzero intercept. Distinguishing various properties of a predictor is empirically
challenging. In this paper, we develop a unified predictability test for quantile regression regardless of the presence
of intercept and persistence of a predictor. The developed test is a novel combination of data splitting, weighted infer-
ence, and a random weighted bootstrap method. Monte Carlo simulations show that the new approach displays
significantly better size and power performance than other competing methods in various scenarios, particularly
when the predictive regressor contains a nonzero intercept. In an empirical application, we revisit the quantile
predictability of the monthly S&P 500 returns between 1980 and 2019.

P EREN

XINE, IAMERFRITER, B, LS, 8RK, TERRMIAERR T S0 E B EEFES
SIGEEMMIERE, SEE(FERZFHE), (BFFR), Journal of American Statistical Association,
Journal of Econometrics.Journal of Business & Economic Statistics.Journal of Computational and
Graphical Statistics. Journal of Statistical Software. Statistica Sinica. Oxford Bulletin of Economics and
Statistics&Annals of Tourism ResearchEERIMATI LA RRABEXERNIEX60RE. EEEFHIAEEAR
EEqUA, AHEETH, ERBARFESHKXEE. EEH B KA LT HF10RMESHKIE.
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Distributed Semi-Supervised Sparse
Statistical Inference

EIRE
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bazd maoxj@sjtu.edu.cn

P IREHE

This paper is devoted to studying the semi-supervised sparse statistical inference in a distributed setup. An

efficient multi-round distributed debiased estimator, which integrates both labeled and unlabeled data, is developed.
We will show that the additional unlabeled data helps to improve the statistical rate of each round of iteration. Our
approach offers tailored debiasing methods for M-estimation and generalized linear model according to the specific
form of the loss function. Our method also applies to a non-smooth loss like absolute deviation loss. Furthermore,
our algorithm is computationally efficient since it requires only one estimation of a high-dimensional inverse covari-
ance matrix. We demonstrate the effectiveness of our method by presenting simulation studies and real data applica-
tions that highlight the benefits of incorporating unlabeled data.

P EREN

ERE, LBRXEARFEKEHNEBUR. VAR TR EIED B RIHE, BERANSEBES T EE

MRMRELEARTIASA, JMLR, IEEE TSP, ICML, WWW, (EIBH RNV EMRIATIRSIN o NiE2023FE i

FERKBAEIT, 20195 E LismEERREA BN, BaiREREZF AHATIJournal of Multivar-
iate AnalysisiYEarly Career Advisory Boardp 5io
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Transfer learning on stratified data:
joint estimation transferred from strata
L iE
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ba2{ yyh@cufe.edu.cn
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We study the target model with the help of auxiliary models from different but possibly related groups. Inspired
by transfer learning, we propose a method called joint estimation transferred from strata (JETS). To obtain a sparse
solution, JETS constructs a penalized framework combining a term that penalizes the target model and an additional
term that penalizes the differences between auxiliary models and the target model. In this way, JETS overcomes the
challenge caused by the limited samples in the high-dimensional study and obtains stable and accurate estimates
regardless of whether auxiliary samples contain noisy information. We demonstrate that this method enjoys the
computational advantage of traditional methods such as the lasso. During simulations and applications, the proposed
method is compared with several existing methods and JETS outperforms others.

P EERENT

RS, PRMEXFRIBUR, MEESH, PRMERFEEFERT, TENEZELEMEBIBRIR. E R,
TERREIEMRR, (EAEREBEESAITENAZHEIJournal of the American Statistical Association. Biometrika
ftEXFERHEAFIApplied Mathematical Modelling, Knowledge-Based Systems, Expert Systems With
Applications, Pattern Recognition, Statistical Methods in Medical Research, Journal of Computational

and Applied Mathematics, PFEIRIFRR, HEFHREXMEFERIMITIARIEX=1TRE. ERAF2005
B4t Bl aF, 2009% I RAF M A FEL,

-21-

FERGSEHHASSTOMNATLERS _
2023FEFRELBEEMBEERIN

BisiR S t: 2 AR E =5 — (BFR1143R

Robust estimation and test based on
median-of-means method
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Using the idea of grouping under moderate data framework, we propose the median-of-means (MoM) type

nonparametric estimator for parameters of statistical model. Under certain condition on the growing rate of the
number of subgroups, the consistency and asymptotic normality of the proposed estimator are investigated. Further-
more, we construct a new method to test the parameters based on the empirical likelihood method for median. Exten-
sively numerical simulations are designed to demonstrate the superiorities of our estimator. It is shown that the new
proposed estimator is quite robust with respect to outliers. We also apply the MoM method to analyze some real data
sets.
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A maximum-type microbial differential
abundance test withapplication to high-
dimensional microbiome data analyses

ZFIEH
B ERITEAY

ba=d lizhengbang@mail.ccnu.edu.cn

P IREHE

In this study, we propose a novel test for comparing two high-dimensional microbiome abundance data matri-
ces based on the centered log-ratio transformation of the microbiome compositions. The test p-value has a

closed-form solution from the derived asymptotic null distribution. We also study the asymptotic statistical power
against sparse alternatives that are common in microbiome studies. The proposed test is maximum-type equal-covari-
ance-assumption-free (MECAF), which makes it suitable for studies that compare microbiome compositions between
conditions. Our simulation studies show that the proposed MECAF test has higher power than competing methods
while controlling the type | error rate well under various scenarios. We further demonstrate the usefulness of the
proposed test with two real microbiome data analyses. The source code of the proposed method is freely available at
https://github.com/Jiyuan-NYU-Langone/MECAF. MECAF is a flexible and efficient differential abundance test for
analyzing high-throughput microbiome data. The proposed new method will help us to discover shifts in microbiome
abundances between disease and treatment conditions, enhancing our understanding of the disease and ultimately
improving clinical diagnosis and treatment.
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In this talk, we investigate how to determine the dimensions of row and column factor spaces in matrix-valued
data. We use the eigen-gap in the spectrum of sample second moment matrices of the data to propose a family of
randomized tests for checking the existence of one-way or two-way factor structures. Our tests do not need any
arbitrary thresholding on the eigenvalues and can be applied with (virtually) no restrictions on the relative rate of
divergence of the cross-sections to the sample sizes as they grow to infinity. We base our tests on a randomization
that does not vanish asymptotically and we propose a de-randomized, strong (based on the Law of the Iterated Loga-
rithm) decision rule to choose between the presence or absence of common factors. We use our tests and decision rule
in two ways: first, to test for individual factors; second, to estimate the number of common factors in a sequential
procedure. We build our tests on two variants of the sample second moment matrix of the data: one based on a row
(or column) flattened version of the matrix-valued sequence and one based on a projection-based method. Our simu-
lations show that both procedures work well in large samples and that the projection-based method outperforms exist-
ing methods in virtually all cases considered in small samples.
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The rise of big data processing, sharing and analysis makes the protection of confidential information urgently
necessary. Differential privacy is a particular data privacy preserving technology which can publish synthetic data or
statistical analysis with a minimum disclosure of private information of individual record. The tradeoff between
privacy-preserving and utility guarantee is always a challenge for differential privacy technology, especially for
synthetic data generation. Moreover, mixed-type data containing continuous, ordinal categorical and nominal data
are becoming increasingly pervasive due to the rapid development of various data collecting platforms. In this paper,
we propose a differential private data release algorithm for mixed-type data with correlated dependency under the
framework of latent factor models. The proposed method can add a relatively small amount of noise to synthetic data
under the same level of privacy protection while capturing correlation information. Moreover, the proposed
algorithm can generate synthetic data preserving the same data type as original data, including categorical data,
which greatly improves the utility of synthetic data. The key idea of our method is to partially perturb the projection
of original data on perturbed eigenvector space to construct a synthetic data generation model, and to utilize link
functions between discrete variables and continuous variables to ensure consistency of synthetic data type with origi-
nal data. The proposed method can generate differentially private synthetic data at low computation cost even when
the original data is high-dimensional. In theory, we establish differentially private properties of the proposed method
and upper bound on the utility of synthetic data. Our numerical studies also demonstrate superb performance of the
proposed method on the utility guarantee of the privacy-preserving data released.

P EREN
KiEE, AT REIE, TEMEES L EERA BEOR. RAMIES TS S EAH.

-25-

PERGSEHHASSTOMNATLERS _
2023FEFRELBEEMBEERIN

HEBiRE=  HERE2Z (B F108%):

Multiview PCA: A methodology of feature extraction
and dimension reduction for high-order data
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This talk presents a new PCA methodology for tensor data. To analyze high-order data or multiway data,

feature-extracting methods are essential for analysis and processing. However, the traditional feature-extracting
methods either destroy the original structure hidden in data by excessive vectorization, such as PCA and PCA-like
methods, which is unfavorable for data recovery, or fail to eliminate the redundant information effectively, such as
Tucker Decomposition (TD) and TD-like methods. To overcome these limitations, we propose a more flexible and
powerful tool, called the Multiview Principal Components Analysis (Multiview-PCA). By segmenting a random
tensor into equal-sized subarrays called sections and maximizing variations caused by orthogonal projections of
these sections, the Multiview-PCA finds principal components in a parsimonious and flexible way. To formulate
tensor projection and recovery, we introduce two new operations on tensors, the direction inner/outer product. With
different segmentation ways characterized by section depth and direction, the Multiview-PCA can be implemented
many times in different ways, which defines the sequential and global Multiview-PCA respectively. These multiple
Multiview-PCA include the PCA and PCA-like, Tucker Decomposition and the TD-like as special cases, which corre-
spond to the deepest section-depth and the shallowest section depth respectively. We propose an adaptive depth and
direction selection algorithm for implementing Multiview-PCA. We test the Multiview-PCA in terms of subspace
recovery ability, compression ability and feature extraction performance on artificial data, surveillance videos and
hyperspectral imaging data. The results support the flexibility, effectiveness and usefulness of Multiview-PCA.
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dimensional Regression and Kendall's Tau
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In financial investments, portfolio allocation is always one of the most fundamental and challenging tasks. This
paper develops and proposes a robust portfolio optimization approach, extending the application of classical mean
variance(M-VAR) method for high-dimensional situations. The yielded assets return of the developed and proposed
method can be enhanced to some extent. It is called Kendall’s tau unconstrained shrinkage regression for M-VAR
method (KUSR-MV). By some representative empirical studies, it is shown to have a more robust estimation of
high-dimensional portfolio allocation compared to its competitors. Besides, its Sharpe ratio can be improved while
the risk constraint can be well maintained.
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There is increasing interest in modeling high-dimensional longitudinal outcomes in applications such as devel-

opmental neuroimaging research. Growth curve model offers a useful tool to capture both dynamic changes of
outcomes over time within each individual, as well as the mean growth pattern across individuals. However, when
the number of outcomes is large, it becomes challenging and often infeasible to tackle the large covariance matrix of
the random effects involved in the model. In this article, we propose a high-dimensional response growth curve
model, with three novel components: a low-rank factor model structure that substantially reduces the number of
parameters in the large covariance matrix, a re-parameterization formulation coupled with a sparsity penalty that
selects important fixed and random effect terms, and a computational trick that turns the inversion of a large matrix
into the inversion of a stack of small matrices and thus considerably speeds up the computation. We develop an
efficient expectation-maximization type estimation algorithm, and demonstrate the competitive performance of the
proposed method through both simulations and a longitudinal study of brain structural connectivity in association
with human immunodeficiency virus.
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Distributed sparse learning for high dimensional parameters has attached vast attentions due to its wide applica-
tion in prediction and classification in diverse fields of machine learning. Existing distributed sparse regression
usually takes an average way to ensemble the local results produced by distributed machines, which enjoys low
communication cost but is statistical inefficient. To address this problem, we proposed a new Weighted Average
Estimate (WAVE) for high-dimensional regressions. The WAVE is a solution to a weighted least-square loss with an
adaptive L1 penalty, in which the L1 penalty controls the sparsity and the weight promotes the statistical efficiency.
It can not only achieve a balance between the statistical and communication efficiency, but also reach a faster rate
than the average estimate with a very low communication cost, requiring the local machines delivering two vectors
to the master merely. The consistency of parameter estimation and model selection is also provided, which guarantees
the safety of using WAVE in the distributed system. The consistency also provides a way to make hypothesis testing
on the parameter. Moreover, WAVE is robust to the heterogeneous distributed samples with varied mean and covari-
ance across machines, which has been verified by the asymptotic normality under such conditions. Other competitors,
however, do not own this property. The effectiveness of WAVE is further illustrated by extensive numerical studies
and real data analyses.
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An adaptable independence test using
projection-based kernel measure
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Normal-Reference Tests for High-Dimensional
Hypothesis Testing
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In the last two decades, there has been significant interest in high-dimensional hypothesis testing, with several
centralized or non-centralized L2-norm based test statistics proposed. However, most of these methods rely on strong
assumptions about the underlying covariance structure of the data, which are often not checked in real data analysis.
As a result, these tests can suffer from size control issues when the assumptions are not satisfied. To address this prob-
lem, this presentation introduces a normal-reference test that can effectively control the size of the test. In the
normal-reference test, the null distribution of the test statistic is approximated using a chi-square-type mixture
derived from the test statistic under the assumption of normality. The distribution of the chi-square-type mixture can
be accurately approximated using a three-cumulant matched y2-approximation, with the approximation parameters
estimated from the data. Simulation studies demonstrate that the proposed normal-reference test performs well in
terms of size control, regardless of whether the data are nearly uncorrelated, moderately correlated, or highly correlat-
ed, and outperforms two existing competitors. Additionally, a real data example illustrates the effectiveness of the
proposed normal-reference test.
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Causal mediation analysis is a fundamental statistical approach to understanding the effect of exposure on an
outcome. In this paper, we investigate group inference for high-dimensional mediation models by considering the
mediators in an interested group jointly or individually. For both situations, we construct suitable test statistics and
establish their asymptotic distributions. A simple estimator for the joint group indirect effect is also introduced. Its
asymptotic normality is also established. Extensive numerical studies demonstrate that our proposed methods outper-
form recent representative approaches. We also apply our methods to analyze how DNA methylation operates in the
regulation of human stress reactivity impacted by childhood trauma.
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Group penalized trinomial logit dynamic
models predict up trends, sideways
trends and down trends for stock returns
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Correctly predicting up trends, sideways trends and down trends for stock returns is important in financial
market. Group penalized trinomial logit dynamic models can not only provide three-class label information and
three-class probability estimations, but also enhance three-class prediction performance by shrinking group coeffi-
cients to bypass multi-collinearity and over-fitting. In this paper we propose G-LASSO/G-SCAD/G-MCP penalized
trinomial logit dynamic models with 24 technical indicators to predict up trends, sideways trends and down trends
for stock returns, develop group coordinate descent algorithm(GCD) to complete group selection and group estima-
tion simultaneously, establish the relative optimal Bayes classifier to identify class labels, introduce three-class
confusion matrix and hypervolume under the ROC manifold (HUM) to assess the three-class prediction performance
to 15 methods. Experiment results show that G-LASSO/G-SCAD/G-MCP penalized trinomial logit dynamic models
predict better than LASSO/SCAD/MCP penalized trinomial logit dynamic models, 6 deep learning models and 3
machine learning models in terms of Accuracy and HUM. In particular, the highest prediction Accuracy(the average
Accuracy) from G-LASSO penalized method outperforms 3-Layer Long Short-Term Memory(LSTM) and Random
Forest(RF) for 4.76% and 10.29%(8.16% and 11.78%), respectively. Moreover, compared with LASSO/SCAD/MCP
penalized methods, G-LASSO/G-SCAD/G-MCP penalized methods enhance 5.88\% Accuracy and only require
27.29% Predicted Time. The proposed G-LASSO/G-SCAD/G-MCP penalized trinomial logit dynamic models can
not only be extended as more general three-class prediction method by replacing 24 technical indicators by some
factors influencing three-class response variable, but also be directly extended as more efficient multi-category
prediction method by replacing three-class response variable by multi-category response variable.
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Real-world datasets often have heterogeneity, leading to distribution shifts in both the training and test data.
This talk focuses on the setting where the training samples are generated from multiple distributions and predictions
are made based on the heterogeneous data. We propose new methods to learn invariant representations, which have
desirable properties in algorithmic fairness and domain generalization. We provide non-asymptotic guarantees for
high-dimensional regression models with sparse or low-rank structures under proper conditions. Numerical experi-
ments are conducted to demonstrate its performance in fairness and generalization.
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In the analysis of longitudinal or functional data, a time-varying additive model (tvAM) has been introduced
that is effective at avoiding the curse of dimensionality and capturing time dynamic features. In the present paper, we
mainly focus on the unified two-step estimators of the tvAM under the quantile regression framework with sparse or
dense longitudinal or functional data. Rather than the traditional check function, we apply a convolution-type
smoothed objective function in the second step. It is proved that the two-step estimators have the same asymptotic
distribution as that of oracle estimators, and the convergence rates and the limiting variance functions are different
in sparse and dense situations. However, a subjective choice between these two cases might lead to wrong conclu-
sions for statistical inference. To overcome this problem, based on the smoothed quantile regression, we construct the
sandwich formula for variance estimation and thus establish a unified inference without deciding whether the data
are sparse or dense. Simulation studies are conducted to assess the finite-sample performance of the proposed model
and methods, and two different types of data are considered to illustrate the proposed method.
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The spectral density matrix is a fundamental object of interest in time series analysis, and it encodes both
contemporary and dynamic linear relationships between component processes of the multivariate system. In this
paper, we develop novel inference procedures for the spectral density matrix in the high-dimensional setting. Specifi-
cally, we introduce a new global testing procedure to test the nullity of the cross-spectral density for a given set of
frequencies and across pairs of component indices. For the first time, both Gaussian approximation and parametric
bootstrap methodologies are employed to conduct inference for a high-dimensional parameter formulated in the
frequency domain, and new technical tools are developed to provide asymptotic guarantees of the size accuracy and
power for global testing. We further propose a multiple testing procedure for simultaneously testing the nullity of the
cross-spectral density at a given set of frequencies. The method is shown to control the false discovery rate. Both
numerical simulations and a real data illustration demonstrate the usefulness of the proposed testing methods.
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Spiked eigenvalues of noncentral Fisher
matrix with applications
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In this paper, we investigate the asymptotic behavior of spiked eigenvalues of the noncentral Fisher matrix
defined by ${\mathbf F} p={\mathbf C} n(\mathbf S_N)"{-1}$, where ${\mathbf C} n$ is a noncentral sample
covariance matrix defined by $(\mathbf \Xi+\mathbf X)(\mathbf \Xi+\mathbf X)"*/n$ and $\mathbf S_N={\mathbf
Y H{\mathbf Y}™*/N$. The matrices $\mathbf X$ and $\mathbf Y$ are two independent Gaussian arrays, with respec-
tive $p\times n$ and $p\times N$ and the Gaussian entries of them are independent and identically distributed (i.i.d.)
with mean 0 and variance 1. When p, n, and N grow to infinity proportionally, we establish a phase transition of the
spiked eigenvalues of $\mathbf F_p$. Furthermore, we derive the central limiting theorem (CLT) for the spiked
eigenvalues of $\mathbf F_p$. As an accessory to the proof of the above results, the fluctuations of the spiked eigen-
values of ${\mathbf C}_n$ are studied, which should have its own interests. Besides, we develop the limits and CLT
for the sample canonical correlation coefficients by the results of the spiked noncentral Fisher matrix and give three
consistent estimators, including the population spiked eigenvalues and the population canonical correlation coeffi-
cients.

P EREN

HRL, BUR, B E S, NERREEFEAT . TENERERBIEFRIL S KERIT DR R. 5%
LERBARFEES, K RSCHIEX=1RE, BESCIZE Ran Matrices Theory Appl. %,

-40-



_ PERGSEHHASSTOMNATLERS PERGSEHHASSTOMNATLERS _
2023FEFRELBEEMBERERIN 2023FEFRELBEEMBEERIN

RS = SRS =N (FFk1045%

Bk EN: P AR S SIN (FFR1043=

Applications of Tensor Decomposition to
Multivariate Additive Models
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We propose a parsimonious modeling approach for high-dimensional multivariate additive models using BNZEBETERNGSHNRENRESEZNEMBZHEN. BITELECIETEREE BB AN, XY
regression splines, with or without sparsity assumptions. The approach is based on representing the coefficients in F—HHERE, BB E TRIIGNHREHERMZZEE NTEE LN R ERE Tl LUARIMERE, MBAEET
the spline expansions as a third-order tensor. Unlike the existing studies, our data does not have tensor predictors or P ST I S T SRR 2N ETFXMER, ®i13IBenign Overfitting &R I2H T — MY

tensor responses. We use a Tucker decomposition to reduce the number of parameters in the tensor. We also combine
the Tucker decomposition with penalization to enable variable selection. The proposed method can avoid the statisti-
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cal inefficiency caused by estimating a large number of nonparametric functions. We provide sufficient conditions
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for the proposed tensor-based estimators to achieve the optimal rate of convergence for the nonparametric regression RAFERBTER
components. We conduct simulation studies to demonstrate the effectiveness of the proposed novel approach in } EEEN

fitting high-dimensional multivariate additive models and illustrate its application on a breast cancer copy number
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Group testing is an effective way to reduce the time and cost associated with conducting large-scale screening
for infectious diseases. Benefits are realized through testing pools formed by combining specimens, such as blood or
urine, from different individuals. In some studies, individuals are assessed only once and a time-to-event endpoint is
recorded, for example, the time until infection. Combining group testing with this type of endpoint results in
group-tested current status data (Petito and Jewell. 2016). To analyze these complex data, we propose methods which
estimate a proportional hazards regression model based on test outcomes from measuring the pools. A sieve maxi-
mum likelihood estimation approach is developed that approximates the cumulative baseline hazard function with a
piecewise constant function. To identify the sieve estimator, a computationally efficient expectation-maximization
algorithm is derived by using data augmentation. Asymptotic properties of both the parametric and nonparametric
components of the sieve estimator are then established by applying modern empirical process theory. Numerical
results from simulation studies show our proposed method performs nominally and has advantages over the corre-
sponding estimation method based on individual testing results. We illustrate our work by analyzing a chlamydia data
set collected by the State Hygienic Laboratory at University of lowa.
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sional penalized quadratic regression
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The algorithm for high-dimensional penalized quadratic regression is considered. We design an efficient
algorithm for ridge regression of quadratic model by exploring the special structure of the quadratic interactions.
Further, we develop an alternating direction method of multipliers (ADMM) framework for non-smooth convex
penalties include the single penalty and the hybrid penalties. Several important penalty functions are considered. The
algorithm is fully based on the optimization for matrices. The method is appealing in both memory storage and
computation complexity.
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The multi-view clustering problem has attracted considerable attention over recent years for the remarkable
clustering performance due to exploiting complementary information from multiple views. Most existing related
research work processes data in the decimal real value space that is not the most compatible space for computers.
Binary code learning, also known as hashing technology, is well-known for fast Hamming distance computation, less
storage requirement and accurate calculation results. The Hamming space is most enjoyed by computers because of
binary/hash codes. There are a large number of features and much redundant information contained in multi-view
datasets, which negatively affects the clustering performance, but existing studies ignore reducing dimensionality
and eliminating redundant information for learning compact codes. In addition, they don’t give a unified (one-step)
clustering framework with binary pairwise fused penalty (binary graph structure), which doesn’t lead to the optimal
clustering result due to the information loss during the two-step process. In this paper, to cope with the two issues,
we propose an orthogonal mapping binary graph method (OMBG) for the multi-view clustering problem, which
constructs the principal component analysis for reducing dimensionality and eliminating redundant information and
embeds a binary pairwise fused penalty into the unified binary multi-view clustering framework for extracting local
geometric structure information of binary codes and achieving the optimal clustering result. Furthermore, we design
an effective optimization algorithm based on alternating direction minimization to solve the model of OMBG. Exten-
sive experiments performed on four frequently-used benchmark multi-view datasets illustrate the superiority of
OMBG which is compared with ten state-of-the-art clustering baselines.
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In this talk, we discuss the mean test when the dimension is larger than the sample size. Firstly, we divide the
sample matrix into several low dimensional matrices. Secondly, we use central limit theorem (CLT) of Hotelling t"2
to make these low dimensional matrices into dependent random variables. Thirdly, we obtained the CLT for these
dependent random variables. Thus, a three-step algorithm is given to do the mean test with the large dimension. It
shows that our new mean test has a better perform than the existing methods. Not only does it have a short running

time, but also have a high power.
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Drawing samples from a target distribution is essential for statistical computations when the analytical solution
is infeasible. Many existing sampling methods may be easy to fall into the local mode or strongly depend on the
proposal distribution when the target distribution is complicated. In this article, the Global Likelihood Sampler (GLS)
is proposed to tackle these problems and the GL bootstrap is used to assess the Monte Carlo error. GLS takes the
advantage of the randomly shifted low-discrepancy point set to sufficiently explore the structure of the target distri-
bution. It is efficient for multimodal and high-dimensional distributions and easy to implement. It is shown that the
empirical cumulative distribution function of the samples uniformly converges to the target distribution under some
conditions. The convergence for the approximate sampling distribution of the sample mean based on the GL bootstrap
is also obtained. Moreover, numerical experiments and a real application are conducted to show the effectiveness,
robustness, and speediness of GLS compared with some common methods. It illustrates that GLS can be a competi-
tive alternative to existing sampling methods.
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based on autoregressive mode
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With the rapid development of information technology, the influence of social networks on people's lives is
becoming increasingly significant, and the analysis and study of various social networks are becoming particularly
important. ldentifying and determining social dependencies are the main goals of social network analysis. We
propose an improved spatial autoregressive model that introduces a susceptibility index for classifying individual
social network dependencies. Based on the proposed model, we construct a score test statistic for testing the
existence of social network dependencies and provide the asymptotic distribution of the test statistic under the null
and alternative hypotheses. When social network dependency exists, parameter estimation of the susceptibility index
can be obtained. We conduct simulations to evaluate the empirical performance of the proposed test statistic. Finally,
we apply the proposed method to analyze a dataset from a real-time video game streaming platform.
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A New Joint Modeling Approach for Recurrent
Event Data with Informative Terminal Event
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In this article, we consider a joint model for recurrent event data with the occurrence of an informative terminal
event. As to the modelling of the terminal event, we adopt a new type of double exponential Cox model with a gamma
frailty \cite{Zhou2022} to account for the heterogeneity of subjects and to specify the association between recurrent
and terminal events as well. The main advantage compared to the gamma frailty model lies in the fact that the margin-
al effects of the covariates never die out over time. A sieve maximum likelihood approach using EM-algorithm is
carried out for parameter estimation, and the Bernstein polynomials are employed to approximate non-parametric
functions in the inference procedure. Asymptotic properties of the estimators are provided. Numerical simulation
studies are conducted to evaluate the finite sample behavior of the proposed estimators. A real data of chronic heart
failure patients from the University of Virginia Health System is analyzed for illustration.
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Due to the spatial-temporal complexity of the traffic flow data, to improve the performance of modeling, inter-
pretability, and prediction accuracy of the prediction model, we propose a novel Generalized Spatial-Temporal
Regression Graph Convolutional Transformer with an Auto-correlation mechanism (Auto-GSTRGCT) that integrates
generalized spatial-temporal regression and auto-correlation mechanisms into graph convolutional networks. The
model decomposes the original spatial-temporal data feature extraction into the spatial plane and the temporal plane.
On the spatial plane, a spatial weight network is used to learn the semantic spatial weights in the real environment.
On the temporal plane, temporal correlations are extracted using an auto-correlation mechanism, and spatial depen-
dencies are learned dynamically at the same time. Experiments on two real traffic flow datasets show that our model
framework is capable of advancing the state-of-the-art.
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We perform a study on the generalization ability of the wide two-layer ReLU neural network over $\mathbb
{R}$. We first establish some spectral properties of the neural tangent kernel (NTK): a) $K_d$, the NTK defined on
$\mathbb{R}"{d}$, is positive definite; b) $\lambda_i (K_1)$, the i-th largest eigenvalue of $K_1$, is proportional
to $i°{-2}$. We then show that: i) when the width m-->$\infty$, the neural network kernel (NNK) uniformly converg-
es to the NTK; ii) the minimax rate of regression over the RKHS associated to $K_1$ is $n"{-2/3}$; iii) if one adopts
the early stopping strategy in training a wide neural network, the resulting neural network achieves the minimax rate;
iv) if one trains the neural network till overfitted, the resulting neural network can not generalize well. Finally, we
provide an explanation to reconcile our theory and the widely observed “benign overfitting phenomenon'.
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In this talk, we will introduce two projections tests for mean vector and multi-sample means comparison in high
dimensions with sparsity. The idea of projection test is to project high-dimensional data onto a space of low dimen-
sion such that traditional methods can be applied. First, we propose the projection test for high-dimensional mean
vectors via optimal projection and a new estimation for the optimal projection direction by solving a constrained and
regularized quadratic programming. It is based on a data-splitting procedure, which achieves an exact t-test under
normality assumption. Second, we propose a projection MANOVA test procedure for the multi-sample mean testing
problems based on sparse linear discriminant analysis and data splitting. In particular, we randomly split the data into
two parts, one of which is used to estimate the optimal projection matrix and perform test on the other one part after
projection. Monte Carlo simulations show that our test procedures perform better and other competitive methods.
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Personalized medicine has recently received increasing attention since patients have heterogeneous responses
to treatment. An important part of personalized medicine is individualized treatment regime (ITR), which helps medi-
cal practitioners to provide more precise treatment. That is, it can be designed to recommend treatment decisions to
patients based on their individual characteristics and to maximize the overall clinical benefit to the patient. Most of
the existing statistical methods usually assume an outcome regression model or a propensity score model to construct
the value function. However, if any of the above assumptions are invalid, the estimated treatment regime is not
reliable. In this article, we first define a contrast value function, which is the basis of the study for ITR. Then we
construct a general framework of a hybrid estimator to estimate the contrast value function by combining two types
of estimation methods. We further propose a covariate balancing robust (CBR) estimator of the contrast value
function by combining the inverse probability weighted (IPW) method and matching method, which is based on
Covariate Balancing Propensity Score (CBPS) proposed by Imai and Ratkovic (2014). The theoretical results show
that the CBR estimator is doubly robust, that is, it is consistent if either the propensity score model or the matching
is correct. Through a large number of simulation studies, we demonstrate that the CBR estimator outperforms exist-
ing methods. Lastly, the proposed method is illustrated in an analysis of AIDS clinical trial data.
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Large-scale Multi-layer Academic Networks
Derived from Statistical Publications
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We collect data from 42 statistical journals published between 1981 to 2021 from the Web of Science. Our
dataset includes basic information of 97,435 papers, such as their title, abstract, keywords, publisher, citation counts,
author information, as well as their reference lists. Based on these information, we construct multi-layer academic
networks, including collaboration network, citation network, journal citation network, author-paper network,
keyword co-occurrence network, and others. These networks change dynamically over time, providing a dynamic
perspective during analysis. In this talk, we will provide an overview of the entire process from data collection to data
cleaning, construction of the multi-layer academic networks, and some interesting findings.
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Inference of the sensitivity, the specificity and
the Youden index under double-sampling design
in the absence of a gold standard
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In diagnostic test studies, a crucial task is to evaluate the diagnostic accuracy of a test. The sensitivity, the
specificity and Youden index are common measures in medical diagnostics. Double-sampling schemes can reduce
classification errors when an infallible or gold standard classifier is unavailable or impractical for the whole sample.
Previous studies have proposed inference procedures for situations where an infallible classifier is available for
validating a subset of the sample that has been classified by a fallible classifier. However, in practice, such gold
standard or infallible classifier may not exist. Here, we introduce likelihood-based and Bayesian methods to estimate
the sensitivity, the specificity and the Youden index, and we also consider confidence interval construction methods
under two models, depending on the assumption about ascertainment of two classifiers. We conduct simulation
studies to evaluate and compare the proposed methods. We illustrate the proposed methods with data from a malaria
study.
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Automatic variable selection for semipara-
metric spatial autoregressive model
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This paper studies the generalized method of moment estimation of semiparametric varying coefficient partial-
ly linear spatial autoregressive model. The technique of profile least squares is employed and all estimators have
explicit formulas which are computationally convenient. We derive the limiting distributions of the proposed estima-
tors for both parametric and nonparametric components. Variable selection procedures based on smooth-threshold
estimating equations are proposed to automatically eliminate irrelevant parameters and zero varying coefficient
functions. Compared to the alternative approaches based on shrinkage penalty, the new method is easily implement-
ed. Oracle properties of the resulting estimators are established. Large amounts of Monte Carlo simulations confirm
our theories and demonstrate that the estimators perform reasonably well in finite samples. We also apply the novel
methods to an empirical data analysis.
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A geometric statistic for quantifying correlation
between tree-shaped datasets
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The magnitude of Pearson correlation between two scalar random variables can be judged visually from a
two-dimensional scatter plot of independent and identically distributed samples drawn from the joint distribution of
the two variables: the closer the points lie to a straight slanting line, the greater the correlation. To the best of our
knowledge, a similar graphical representation or geometric quantification measure for tree correlation does not exist
in the literature even though tree-shaped datasets are frequently encountered in various fields, such as academic
genealogy and embryonic development. In this paper, we introduce a geometric statistic to represent tree correlation
intuitively and quantify its magnitude precisely. The theoretical properties of the geometric statistic are provided. A
normalization algorithm for estimating the geometric statistic is proposed. Large-scale simulations based on various
data distributions demonstrate that the geometric statistic provides a precise measure of the tree correlation. Applica-
tion of this method to mathematical genealogy trees also demonstrated its usefulness.
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Analysis of Active watch data after stroke
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Stroke is known as a major global health problem, and for stroke survivors it is key to monitor the recovery
levels. However, traditional stroke rehabilitation assessment methods (such as the popular clinical assessment) can
be subjective and expensive, and it is also less convenient for patients to visit clinics in a high frequency. To address
this issue, in this work based on wearable sensing and wavelet techniques. With wrist-worn sensors, accelerometer
data was collected from 59 stroke survivors in free-living environments for a duration of 8 weeks, and we aim to map
the week-wise accelerometer data (3 days per week) to the assessment score by developing signal processing and
predictive model pipeline. We further developed the longitudinal mixed-effects model with Gaussian process prior
(LMGP), which can model the random effects caused by different subjects and time slots (during the 8 weeks).
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Extreme Eigenvalues of Principal Minors of
Random Matrix with Moment Conditions
DyE
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Let $x_1,\cdots,x_n$ be a random sample of size $n$ from a $p$-dimensional population distribution, where
$p=p(n)\rightarrow\infty$. Consider a symmetric matrix $W=X"top X$ with parameters $n$ and $p$, where $X=
(x_1,\cdots,x_n)™top$. In this paper, motivated by model selection theory in high-dimensional statistics, we mainly
investigate the asymptotic behavior of the eigenvalues of the principal minors of the random matrix $W$. For the
Gaussian case, under a simple condition that $m=o(n/\log p)$, we obtain the asymptotic results on maxima and
minima of the eigenvalues of all $m\times m$ principal minors of $W$. We also extend our results to general distri-
butions with some moment conditions. Moreover, we gain the asymptotic results of the extreme eigenvalues of the
principal minors in the case of the real Wigner matrix. Finally, similar results for the maxima and minima of the
eigenvalues of all the principal minors with a size smaller than or equal to $m$ are also given.
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Estimation and bootstrapping under spatiotem-
poral models with unobserved heterogeneity
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Proposed herein is a novel spatiotemporal model to characterize the unobserved heterogeneity across individu-
als using quantile-function-based correlated random effects and heteroscedastic innovations in a general framework.
This model can be used to explore the influence of space-specific factors on latent effects at different quantile levels
by controlling for spatiotemporal effects. A two-stage estimation procedure is introduced in which (i) the method of
moments is used to estimate spatiotemporal effects then (ii) quantile regression is used for individual effects. A
hybrid double bootstrapping procedure is then proposed to approximate the asymptotic distributions of coefficient
estimators. The validity of the estimation and bootstrapping is established theoretically and then confirmed by simu-
lation studies, and the usefulness of the proposed model is demonstrated with a real example involving city air quality.
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Estimation of Linear Functionals in High-dimensional
Linear Models: From Sparsity to Non-sparsity
2,859, 7
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High dimensional linear models are commonly used in practice. In many applications, one is interested in linear
transformations $\beta™T x$ of regression coefficients $\beta\in R"p$, where x is a specific point and is not required
to be identically distributed as the training data. One common approach is the plug-in technique which first estimates
$\beta$, then plugs the estimator in the linear transformation for prediction. Despite its popularity, estimation of
$\beta$ can be difficult for high dimensional problems. Commonly used assumptions in the literature include that the
signal of coefficients $\beta$ is sparse and predictors are weakly correlated. These assumptions, however, may not
be easily verified, and can be violated in practice. When $\beta$ is non-sparse or predictors are strongly correlated,
estimation of $\beta$ can be very difficult. In this paper, we propose a novel pointwise estimator for linear transfor-
mations of $\beta$. This new estimator greatly relaxes the common assumptions for high dimensional problems, and
is adaptive to the degree of sparsity of $\beta$ and strength of correlations among the predictors. In particular,
$\beta$ can be sparse or non-sparse and predictors can be strongly or weakly correlated.

The proposed method is simple for implementation. Numerical and theoretical results demonstrate the competi-
tive advantages of the proposed method for a wide range of problems.
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Distribution-free simultaneous prediction bands
for clustered data with missing responses
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Prediction plays a crucial role in decision-making across various fields and industries, as it enables us to antici-
pate future events or outcomes based on observed data and knowledge. However, existing methods often rely on
strong modeling assumptions and thus are prone to model misspecification errors. In this work, we construct simulta-
neous prediction for missing clustered data based on the idea of conformal inference, without any assumptions about
the model distribution and within-group dependency structures. These covariate-dependent predictions assess the
overall pattern and magnitude of global associations between the responses and covariates, and provide coverage
guarantees in finite samples. In particular, compared to alternative methods, our methods yield the smallest predic-
tion regions by converging to the highest density set, and fully adapts to complex error distributions by approximat-
ing conditional coverage. Simulations show the excellent finite-sample behavior of our methods in comparison to
naive alternatives. The practical use of our methods is demonstrated in two case studies on serum cholesterol and
CDA4+ cells.
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Adaptive Testing for Alphas in High-dimensional
Factor Pricing Models
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This paper proposes a new procedure to validate the multi-factor pricing theory by testing the presence of alpha
in linear factor pricing models with a large number of assets. Because the market's inefficient pricing is likely to
occur to a small fraction of exceptional assets, we develop a testing procedure that is particularly powerful against
sparse signals. Based on the high-dimensional Gaussian approximation theory, we propose a simulation-based
approach to approximate the limiting null distribution of the test. Our numerical studies show that the new procedure
can deliver a reasonable size and achieve substantial power improvement compared to the existing tests under sparse
alternatives, and especially for weak signals.
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Component selection for exponential power
mixture models
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Exponential Power (EP) family is a very flexible distribution family including Gaussian family as a sub-family.
In this article, we study component selection and parameter estimation for EP mixture models and regressions. The
assumption on zero component mean is relaxed in [X. Cao, Q. Zhao, D. Meng, Y. Chen, and Z. Xu, Robust low-rank
matrix factorization under general mixture noise distributions, IEEE. Trans. Image. Process. 25 (2016), pp.
4677-4690.] . To select components and estimate parameters simultaneously, we propose a penalized likelihood
method, which can shrink mixing proportions to zero to achieve component selection. Modified EM algorithms are
proposed, and the consistency of estimated component number is obtained. Simulation studies show the advantages
of the proposed methods on accuracies of component number selection, parameter estimation, and density estimation.
Analyses of value at risk of SHIBOR and climate change data are given as illustrations.
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Time-varying coefficient additive hazards model
with latent variables
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This study considers a time-varying coefficient additive hazards model with latent variables to examine poten-
tial observed and latent risk factors for the survival of interest. The model consists of two parts: confirmatory factor
analysis, which measures each latent factor through multiple observable variables, and a varying coefficient additive
hazards model, which examines the time-varying effects of the observed and latent risk factors on the hazard
function. A hybrid estimation procedure that combines the expectation-maximum algorithm and corrected estimating
equation method is developed to estimate the unknown parameters and nonparametric cumulative hazard functions.
The consistency and asymptotic normality of the proposed estimators are established, and the pointwise confidence
intervals and general confidence bands of the nonparametric functions are constructed accordingly. A satisfactory
performance of the proposed method is demonstrated through simulation studies. An application to a study of chronic
kidney disease in Chinese type 2 diabetes patients is presented.
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On bivariate threshold Poisson integer-valued
autoregressive processes
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To capture the bivariate count time series showing piecewise phenomena, we introduce a first-order bivariate
threshold Poisson integer-valued autoregressive process. Basic probabilistic and statistical properties of the model
are discussed. Conditional least squares and conditional maximum likelihood estimators, as well as their asymptotic
properties, are obtained for both the cases that the threshold parameter is known or not. A new algorithm to estimate
the threshold parameter of the model is also provided. Moreover, the nonlinearity test and forecasting problems are
also addressed. Finally, some numerical results of the estimates and a real data example are presented.
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Sufficient dimension reductions under the
mixtures of multivariate elliptical distributions
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In the sufficient dimension reduction (SDR), many methods depend on some assumptions on the distribution of
predictor vector, such as the linear design condition (L.D.C.), the assumption of constant conditional variance, and
so on. The mixture distributions emerge frequently in practice, but they may not satisfy the above assumptions. In
this article, a general framework is proposed to extend various SDR methods to the cases where the predictor vector
follows the mixture elliptical distributions, together with the asymptotic property for the consistency of the kernel
matrix estimators. For illustration, the extensions of several classical SDR approaches under the proposed framework
are detailed. A resampling algorithm is also introduced into the proposed framework to provide another option of the
kernel matrix estimate. Moreover, a method to estimate the structural dimension is given, together with a procedure
to check an assumption called homogeneity. The proposed methodology is illustrated by simulated and real exam-

ples.
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